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AIFS

-> following Keisler 2022 and Lam et. al 2022

- GNN architecture: Interaction Networks (Battaglia et. al 2016)

- Graph representation, hidden multi-scale mesh, edge features

Why GNN : can handle arbitrary input / output grids, local and ad hoc grid refinement, changing grids etc. ;
attractive for use in earth system science
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AIFS

v

expressive power

convolutional attentional message-passing

hu = ¢ Xus @ ¢(xusxv)
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Veli€kovi¢, 2023 - https://arxiv.org/abs/2301.08210

 aa
A\~ 4 ECMWF EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS 3



https://thegradient.pub/graph-neural-networks-beyond-message-passing-and-weisfeiler-lehman
https://arxiv.org/abs/2301.08210

AIFS grid

Comparison of Gaussian grids
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+ (equi-)area weights

096 / 0160 / n320

+ weighting along plevs (vertical)
+ per-variable weights in the loss

096 ~ 1 deg
0160 ~ 0.5 deg
n320 ~ 0.25 deg

https: / /confluence.ecmwf.int /display /FCST /Introducing+the+octahedral+reduced+Gaussian+grid
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https://confluence.ecmwf.int/display/FCST/Introducing+the+octahedral+reduced+Gaussian+grid
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Simultaneous multi-level message passing




previous

Atmospheric state: X(t)
X(t), X(t-6h)
Prediction:
X(t+6h)
WMSE, . ¢
encoder decoder
processor:
8-16 MP rounds
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AIFS current reference model

Model:

- 096 ERAGS grid, ~1-degree
- “Level 5” hidden grid, ~2-degree

Variables:

13 pressure levels —u, v, w, q, t, z
surface: 2t, 10u, 10v, 2d, sp, msl, sst

Training:
Step 1: 4 days on 16 GPUs to minimise errors for single 6h step
Step 2: 34 hours on 16 GPUs to minimise errors up to 3 days

Step 3: 4 hours on 16 GPUs minimising errors up to 3 days on operational analysis

Total ~6 days on 16 GPUs
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Scaling up AIFS

* Modest number of parameters, model size currently not much of an issue
« Data size is large, lots of grid points -> lots of nodes and edges (similar to very large sequence length in
transformer based* models)

GPU memory is limited => 40 GB on ATOS, 64 GB on LUMI / Leonardo
For large (parameters) models there exist quasi out of the box libraries, this is not the case for big input data...
Memory saving options:

Do not keep everything in memory -> use re-computation in backward : large memory savings. We trade compute
for memory as much as possible.

Multi GPU model : shard one model instance across multiple GPUs ; forward and backward pass different in terms
of required communication (e.g. Kurth et. al, 2022)

=> increases instantaneous available memory for more edges / nodes and also possible to split activations across
GPUs

« Aggressive re-computing activations allows for rollouts of ~ 1. degree model on a single GPU
===l + Model parallel set-up makes it possible to go to native ERAS5 resolution (and beyond?) and faster
time to solution ; it will also allow to build larger models in the future
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Headline score: anomaly correlation for Z500, Summer 2023

Season: JJA
500hPa geopotential
Anomaly correlation | NHem Extratropics
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RMSE,
activity,
and bias
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Verification against SYNOP observations

~s= AIFS N320
Root mean square error | 2 meter temperature
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2022-02-16 00z + 60h (Storm Eunice over UK)
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Fourcastnet
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2022-02-16 00z + 60h (Storm Eunice over UK)

IFS
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Forecast from 06/11/2023 — 96h ; https://charts.ecmwf.int

Experimental: AIFS (ECMWF) ML model: Mean sea Experimental: FourCastNet ML model: Mean sea
level pressure and 850 hPa wind speed level pressure and 850 hPa wind speed

Experimental: GraphCast ML model: Mean sea level Experimental: Pangu-Weather ML model: Mean sea
pressure and 850 hPa wind speed level pressure and 850 hPa wind speed
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Towards Ensembles -> Preliminary ideas to capture uncertainty
1. Use the ensemble initial conditions to initialise the Al model

2. Using the randomness of the optimisation process to find different quasi-optimum solutions of the NN
weights that can be used to build a multi-model ensemble

=& =AlFS (1-8) spread

| 500hPa geopotential ~=—AIFS (1-8) rmse
NHem Extratropics -&-IFS (1-50) spread
20230601 00z to 20230630 00z —e=IFS (1-50) rmse

3. Train to minimise probabilistic scores like S ™ A S
kernel CRPS or optimise distributions

4. Generative models where NN is trained on real samples and
then generates new samples. Examples include

Generative Adversarial Networks and Diffusion models U 2 A B B
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Learning from observations: challenges

Multitude of scattered and noisy data needs ECMWF data coverage (all observations) - SYNOP-SHIP-METAR

to be fused into coherent representation. 2023110603 to 2023110609
Total number of obs = 257479

Manual Land SYNOP (9996) A METAR (18431) ¥ Automatic SHIP (3233)

« Data is sparse in space and time ® Automati Lana SYNOP (16089
1 « SHIP (1369 Abbr eviated SHIP (330 @ Automalic MET AR (38821 « BUFR SHIP SYNOP (4138
* Heterogeneity of data sources £ . e (mazn) (e

A BUFR LAND SYNOP (165075)
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Al-Models Plugins for FOSS Data-Driven NWP

L XON ) @ || [221102556] Pangu-Weather: © X | +

€ 2> C
@ Getting Started @ ErsteSchiite @ @ B @ & Ow DE O

Q 8 httpsi/farxiv.orgfabs/2211.02556
M@

@ Cornell Unive
g

=] r(lv > physics > arXiv:2211.02556

Physics > Atmospheric and Oceanic Physics
[Submitted on 3 Nov 2022]

Pangu-Weather: A 3D High-Resolution Mode
Kaifeng Bi, Lingxi Xie, Hengheng Zhang, Xin Chen, Xiaotao Gu, Qi Tia|

In this paper, we present Pangu-Weather, a deep learning based system for fal
environment by downloading 43 years of hourly global weather data from the
with about 256 million parameters in total. The spatial resolution of forecast i
importantly, for the first time, an Al-based method outperforms state-of-the-|
weighted RMSE and ACC) of all factors (e.g., geopotential, specific humidity,

There are two key strategies to improve the prediction accuracy: (i) designing
(pressure level) information into cubic data, and (i) applying a hierarchical ten
forecast, Pangu-Weather shows great advantages for short to medium-range
supports a wide range of downstream forecast scenarios, including extreme

in real-time. Pangu-Weather not only ends the debate on whether Al-based m
improving deep learning weather forecast systems.

Comments: 19 pages, 13 figures: the first ever Al-based method that outperforms traditional
Subjects:  Atmospheric and Oceanic Physics (physics.ao-ph); Artificial Intelligence (cs Al
Cite as: arXiv:2211.02556 [physics.a0-ph]

(or ariv:2211.02556v1 [physics.a0-phl for this version)
https: / /doi.org/10.485 50/arXiv.2211.02556 @

Submission history

From: Lingxi Xie [view email]
[v1] Thu, 3 Nov 2022 17:19:43 UTC (19,373 KB)

Code, Data, Media Demos Related Papers

> pip install ai-mod

@ || > [220211214] FourCastNet: AG' X |+

O B nttps:/jarxiv.org/abs/2202.11214

ﬁay Cornell University

ar <1V > physics > arXiv:2202.11214

Physics > Atmospheric and Oceanic Physics

[Submitted on 22 Feb 2022]

FourCastNet: A Global Data-driven High-resolu
Neural Operators

Jaideep Pathak, Shashank Subramanian, Peter Harrington, Sanjeev Raja, Ashes}
Zongyi Li, Kamyar Azizzadenesheli, Pedram t deh, Karthik Kashinath,

FourCastNet, short for Fourier Forecasting Neural Network, is a global data-driven weatl
predictions at 0.25" resolution. FourCastNet accurately forecasts high-resolution, fast-t
atmospheric water vapor. It has important implications for planning wind energy resour
tropical cyclones, and atmospheric rivers. FourCastNet matches the forecasting accurac
Numerical Weather Prediction (NWP) model, at short lead times for large-scale variables.
including precipitation. FourCastNet generates a week-long forecast in less than 2 secol
the creation of rapid and inexpensive large-ensemble forecasts with thousands of ensel
data-driven deep learning models such as FourCastNet are a valuable addition to the m

Subjects: Atmospheric and Oceanic Physics (physics.a0-ph); Machine Learning (cs.LG)
arXiv:2202.11214 [physics.ao-ph]

(or arXiv:2202.11214v1 [physics.ao-ph] for this version)
https://doi.org/10.48550/arXiv.2202.11214

Cite as.

Submission history

From: Jaideep Pathak [view email]
[v1] Tue, 22 Feb 2022 22:19:35 UTC (7,380 KB)

nguweather =

ibliographic and Citation Tools

> ai-models pang

ONNX for model weigR2 install ai-model
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PyTorch for code andidBdngalhatsno

@ || > [221212794) Graphcast: Learr X | +

O B nhttpsi/jarxiv.org/abs/2212.12794

“ornell University

@

ar(iV>cs>ar

Computer Science > Machine Learning

[Submitted on 24 Dec 2022 (v1), last revised 4 Aug 2023 (this version, v2)]
GraphCast: Learning skillful medium-range
Remi Lam, Alvaro Sanchez-Gonzalez, Matthew Willson, Peter Wirn:
Rosen, Weihua Hu, Alexander Merose, Stephan Hoyer, George Holl.
Battaglia

Global medium-range weather forecasting is critical to decision-making ac
increased compute resources to improve forecast accuracy, but cannot dire|
machine learning-based method called "GraphCast", which can be trained

0.25 degree resolution globally, in under one minute. We show that Graph
90% of 1380 verification targets, and its forecasts support better severe eve
temperatures. GraphCast is a key advance in accurate and efficient weatherf
dynamical systems.

Comments: GraphCast code and trained weights are available at: this https URL
Subjects:  Machine Learning (cs.LG); Atmospheric and Oceanic Physics (physics.ao-ph)
Cite as: arkiv:2212.12794 [¢s.LG]

(or arXiv:2212.12794v2 [¢s.LG] for this version)
https:/ /doi.org/10.48550/ arXiv.2212.12794 @

Submission history

From: Remi Lam [view email]

[v1] Sat, 24 Dec 2022 18:15:39 UTC (12,942 KB)
[v2] Fri, 4 Aug 2023 17:07:43 UTC (35,293 KB)

castnet. ...

G Getcitation

) £1) rbgraphic and Citation Tools
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> ai-models graph

« > C O B https:/jarxiv.org/abs/2306.03838
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nell University

dar <1V > cs > arXiv:2306.03838

Computer Science > Machine Learning

[Submitted on 6 Jun 2023]

Spherical Fourier Neural Operators: Learning Stable Dynamics on the Sphere
Boris Bonev, Thorsten Kurth, Christian Hundet, Jaideep Pathak, Maximilian Baust, Karthik Kashinath, Anima Anandkumar

Fourier Neural Operators (FNOs) have proven to be an efficient and effective method for resolution-independent operator learning in a broad variety of application
areas across scientific machine learning. A key reason for their success is their ability to accurately model long-rang in sp: poral data by
learning global convolutions in a computationally efficient manner. To this end, FNOs rely on the discrete Fourier transform (DFT), however, DFTs cause visual and
spectral artifacts as well as pronounced dissipation when learning operators in spherical coordinates since they incorrectly assume a flat geometry. To overcome
this limitation, we generalize FNOs on the sphere, introducing Spherical FNOs (SFNOs) for learning operators on spherical geometries. We apply SFNOs to
forecasting atmospheric dynamics, and demonstrate stable auto\-regressive rollouts for a year of simulated time (1,460 steps), while retaining physically plausible
dynamics. The SFNO has important implications for machine learning-based simulation of climate dynamics that could eventually help accelerate our response to
climate change.

Subjects: Machine Learning (cs.LG); Numerical Analysis (math.NA); Atmospheric and Oceanic Physics (physics.a0-ph); Computational Physics (physics.comp-ph)
arXiv:2306.03838 [cs.LG]

(or arXiv:2306.03838v1 [cs.LG] for this version)

https://doi.org/10.48550/arXiv.2306.03838 @

Cite as.

Submission history
From: Boris Bonev [view email]
[v1] Tue, 6 Jun 2023 16:27:17 UTC (35,560 KB)
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prepml

prepml is the companion tool to ai-models

Uses ecFlow

It allows to run inferences over many years

Archives all outputs in the MARS archive in research mode

It feeds into ECMWEF’s scores database so that models can be evaluated

It allows users to run development code as well

It can create ensembles using various combinations of models, inputs, ...

o)
A~ 4 ECMWF EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

20



Summary

« We have a baseline model
« Model can be scaled up to high-resolution; good scaling for at least O(100) GPUs
« Extensive supporting software infrastructure
« GNN can support arbitrary grids, including high resolution over only parts of the globe
* Next...
« Different methods for constructing reliable ensemble forecasts

« Make use of observations ...
« Further improve model, more output parameters, ...
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Questions?

-c EC MWF © ECMWF November 7, 2023



	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9: Scaling up AIFS
	Slide 10: Headline score: anomaly correlation for Z500, Summer 2023
	Slide 11: RMSE,  activity,  and bias
	Slide 12: Verification against SYNOP observations  
	Slide 13: 2022-02-16 00z + 60h (Storm Eunice over UK)
	Slide 14: 2022-02-16 00z + 60h (Storm Eunice over UK)
	Slide 15
	Slide 16
	Slide 17: Towards Ensembles -> Preliminary ideas to capture uncertainty
	Slide 18: Learning from observations: challenges
	Slide 19: AI-Models Plugins for FOSS Data-Driven NWP
	Slide 20: prepml
	Slide 21
	Slide 22

