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Model complexity steadily increases 
Training compute (FLOP) of milestone Machine Learning systems over timen  164
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Sevilla et.al. ‘Compute Trends Across Three Eras of Machine Learning’. ArXiv [Cs.LG], 2022. arXiv. http://arxiv.org/abs/2202.05924.

Researchers focused on improving the efficiency of deep learning models.
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Computing power also increases

CC NVIDIA

Choosing the correct 
hardware can save 
much money for 
training and 
deployment.
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NVIDIA Multi-Instance GPU

A100 GPU - 40GB CC NVIDIA
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To select ideal MIG profile

A100 GPU - 40GB

Training compute (FLOP) of milestone Machine Learning systems over timen  164
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Develop efficient DL models

If we already know…

• Memory usage of the DL model
• Model latency

• Power consumption 

If we already know…

while developing the DL model

CC NVIDIA
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Why not just directly measure it on GPU ?

Payment is required to access the GPU(s).

It’s tedious to replicate for multiple models.
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Performance Predictive Model

Deep Learning 
Model PPM

Predict Training and 
Inference 

Characteristics

Predicted parameters help to

Better resource allocation Cost saving Neural Architecture Search
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Performance Predictive Model

Deep Learning 
Model PPM

Predict Training and 
Inference 

Characteristics

1. DIPPM: a Deep Learning Inference Performance Predictive Model using Graph Neural Network –
EuroPAR 2023

2. Can Semi-Supervised Learning Improve Prediction of Deep Learning Model Resource 
Consumption? – NeurIPS 2023 MLSys workshop
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Deep Learning Inference Performance Predictive Model

DIPPM predicts Inference characteristics and MIG profile 
without running it on target hardware
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Background

1. DL Computational Graph

2. Graph Neural Network
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Background – DL Computational Graph

Simple CNN

Nodes (V) = Mathematical operators

Edges (E) = Data flow between nodes
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Background – Graph Neural Network

GConv GConv

Each node has node 
embeddings

Using these embeddings
• Graph level task
• Node level task

cc datacamp
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How to represent the DL model as input?

DL Model

TensorFlow, PyTorch…

Relay 
IR

Node
Feature

Generator

Conv -1

MatMul -1

Conv -2
Conv -3

Node Features:

X (Node Feature Matrix)

A (Adjacency Matrix)

Where X is the Shape of 
[Number of Nodes, Number of features]

Length of Node Features:  32

If directed edge

Otherwise
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How to represent the DL model as input?

DL Model

TensorFlow, PyTorch…

Relay 
IR

Node
Feature

Generator

X (Node Feature Matrix)

A (Adjacency Matrix)

Where X is the Shape of 
[Number of Nodes, Number of features]

Static
Feature

Generator
Fs (Static Feature)
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DIPPM: MIG Predictor

The memory consumption is always the highest when 
running on the 7g.40gb MIG profile. So, we claim that 
predicted memory will be an upper bound.
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DIPPM: a Deep Learning Inference Performance Predictive Model 
using Graph Neural Network

DIPPM Architecture
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DIPPM Dataset

• We used NVIDIA A100 GPU to collect the dataset. From 10 different model families, a 
total of 10508 graphs were collected. 

• We used NVML and CUDA API to measure Inference time, Memory, and Energy.

Each graph contains 

1. Node Features Matrix

2. Adjanceny Matrix

3. Target variable

4. Static Features
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DIPPM: Results

In comparison with different GNN algorithms and MLP, we trained for ten 
epochs.

The results indicate that DIPPM with graphSAGE performs significantly better 
than other variants.

After 150 epochs, we achieved 1.9% MAPE on our test dataset.
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DIPPM: Results

Results show that DIPPM predictions are close to the actual predictions.
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DIPPM Usability

An example code demonstrating the utilization of DIPPM for performance prediction of a VGG16 
DL model with a batch size of 8.
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DIPPM: Summary

We developed a novel performance model to predict the Inference 
characteristics and MIG profile from a given input DL model from various 
frameworks.
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TraPPM

Motivation:

Most prior studies, including DIPPM, utilized supervised techniques for performance 

prediction, neglecting the vast pool of unlabelled DL model data. 

Our innovative approach, TraPPM, bridges this gap using a semi-supervised learning

paradigm, enhancing prediction accuracy by harnessing unlabelled data.

Can Semi-Supervised Learning Improve Prediction of Deep Learning Model Resource 
Consumption? – NeurIPS 2023 MLSys workshop

Train Unsupervised GAE 
with unlabelled data 

Use GAE to generate 
embedding for labelled 

data

Train the supervised GNN 
along with GAE 

embedding
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TraPPM Dataset
• We used NVIDIA A100 and V100 to collect the dataset. From 11 different model families. 

• We used NVML and CUDA API to measure Training step time, Memory, and Power usage.

Each graph contains 

1. Node Features Matrix

2. Adjanceny Matrix

3. Target variable (only for supervised)

4. Static Features

The graph’s nodes are augmented with node 
features, each consisting of 113 elements. 
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TraPPM: Unsupervised Learning

Graph Auto Encoder

Training Graph Auto Encoder to minimize reconstruction loss of unlabelled 
DL model graphs
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TraPPM: Supervised Learning

Training a GNN regressor using MSE loss to minimize the actual y vs. 
predicted y.

Supervised GNN



27

TraPPM: Results

Epoch vs Loss plot comparing the convergence rates of TraPPM, NNLQP, and 
MLP. TraPPM showcases rapid convergence due to its ability to leverage 
unsupervised learning from unlabeled data.
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TraPPM: Results

Average Performance Comparison of TraPPM with Baseline Models. The 
lower the value, the higher the accuracy.
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TraPPM: Results

Comparison of actual values with predictions from TraPPM on the test set
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TraPPM: Transfer Learning Results

Epoch vs. Loss plot demonstrating TraPPM’s enhanced convergence through transfer learning.

Target variable Metric With TL Without TL
Step Time MAPE 19.13% 28.24%

RMSE 20.05 ms 44.59 ms
Memory Usage MAPE 11.22% 28.49%

RMSE 603.03 MB 1176.90 MB

V100 Prediction results on the test dataset using with and without TL
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TraPPM Usability

Code: https://github.com/karthickai/trappm

https://github.com/karthickai/trappm
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Summary

In DIPPM1, we developed a novel performance model to predict the 
Inference characteristics and MIG profile.

In TraPPM2, we utilized semi-supervised learning to use unlabeled data to 
enhance performance accuracy.

1. DIPPM: a Deep Learning Inference Performance Predictive Model using Graph Neural 
Network – EuroPAR 2023

2. Can Semi-Supervised Learning Improve Prediction of Deep Learning Model Resource 
Consumption? – NeurIPS 2023 MLSys workshop
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Performance Transformer – Ongoing research
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Thank You
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