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1 Executive Summary

On 28" March 2022, the first of two dissemination workshops was held with the objective not only
to share the progress of project MAELSTROM with the high-performance computing, machine
learning and weather & climate communities, but also to collect input on the needs of those
communities. While restrictions due to the COVID pandemic are being lifted, it was still necessary to
choose an online format for this workshop. Registrations soared up to over 200; over 60 people
gathered in the virtual room.

The first part of the workshop was dedicated to Project MAELSTROM; each of the work packages
introduced its motivation and goals and gave an overview on the achievements to date:

- WP1: Machine learning applications & datasets
- WP2: Machine learning workflow tools
- WP3: Hardware Systems

The second part of the workshop provided a stage for three of our EuroHPC partner projects:

- TimeX: Time parallelization for eXascale computing
- DEEP-SEA: Programming Environment for European Exascale Systems
- RED-SEA: Network Solution for Exascale Architectures

The third part of the workshop featured external talks, giving insight into technologies with possible
synergies or use cases within MAELSTROM’s domains:

- MeteoSwiss: Time-consistent downscaling of atmospheric fields with GANs
- Pangeo: An open-source ecosystem for data-intensive science
- NVIDIA: Deep Learning for Earth Sciences in the HPC Context

Each part of the workshop led into an interactive phase, where a discussion was moderated by
MAELSTROM,; after the first part, feedback was collected in a series of polls.

The workshop was concluded MAELSTROM-internally, discussing conclusions and next steps.
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2 Introduction

2.1 About MAELSTROM

To develop Europe’s computer architecture of the future, MAELSTROM will co-design bespoke
compute system designs for optimal application performance and energy efficiency, a software
framework to optimise usability and training efficiency for machine learning at scale, and large-scale
machine learning applications for the domain of weather and climate science.

The MAELSTROM compute system designs will benchmark the applications across a range of
computing systems regarding energy consumption, time-to-solution, numerical precision and
solution accuracy. Customised compute systems will be designed that are optimised for application
needs to strengthen Europe’s high-performance computing portfolio and to pull recent hardware
developments, driven by general machine learning applications, toward needs of weather and
climate applications.

The MAELSTROM software framework will enable scientists to apply and compare machine learning
tools and libraries efficiently across a wide range of computer systems. A user interface will link
application developers with compute system designers, and automated benchmarking and error
detection of machine learning solutions will be performed during the development phase. Tools will
be published as open source.

The MAELSTROM machine learning applications will cover all important components of the
workflow of weather and climate predictions including the processing of observations, the
assimilation of observations to generate initial and reference conditions, model simulations, as well
as post-processing of model data and the development of forecast products. For each application,
benchmark datasets with up to 10 terabytes of data will be published online for training and
machine learning tool-developments at the scale of the fastest supercomputers in the world.
MAELSTROM machine learning solutions will serve as blueprint for a wide range of machine learning
applications on supercomputers in the future.

2.2 Scope of this deliverable

2.2.1 Objectives of this deliverable

D4.7, the first dissemination workshop, aims to

- generate awareness in the scientific and technological communities of weather & climate
science, machine learning and high-performance computing for the project Maelstrom, its
mission, objectives, and products

- share MAELSTROM'’s progress and achievements after nearly one year of project runtime with
the said audiences

- collect valuable input and feed-back, showing us where our products and outcomes resonate
with the community, correspond to unmet needs, and are likely to spawn use cases.
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2.2.2 Work performed in this deliverable

The work to create the exploitation plan included collection of feedback from the partners in form of
guestionnaires and the identification of the relevant aspects pertaining to exploitation.

2.2.3 Deviations and counter measures

No deviations occurred; hence no counter measures were requisite.
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3 Planning, preparation, and realization of the workshop

3.1 Scheduling

The date for the workshop, Monday, 20" March 2022, was selected to join forces with the 4-day
machine learning workshop held by ECMWEF on the following four workdays of this week®.

3.2 Infrastructure

Because of COVID restrictions, respectively because of the uncertainty that had existed beforehand
about the regulations, it was advisable to hold this workshop online in a virtual room. Registration
was required, to allow us to gage the size of the audience and adjust our protocol accordingly.

The registration page and mechanism, just like the technical support for the webinar infrastructure,
was shared with the said ECMWF workshop; an efficient solution for MAELSTROM.
The workshop was announced on Twitter and on the MAELSTROM project website.

The workshop was held with Zoom Webinar, a tool specialized for larger audiences. Attendees were
able to ask questions in a dedicated Q&A area. Another tool, Slido, was used to create live polls. The
workshop has been recorded with the consent of all participants.

I https://events.ecmwf.int/event/294/
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3.3 Timetable
All times are GMT.

8:30 - 08:50 Introduction Peter Dueben (ECMWF)
08:50 - 09:10 WP1 Summary on Applications and Data Sets Bing Gong (JSC)
09:10 > 09:30 WP2 Summary on Software Tools Greta Denisenko (4-cast)

09:30 - 09:50 WP3 Summary on Hardware Benchmarks Andreas Herten (JSC) and Daniele
Gregori (E4)

09:50 - 10:30 Possibility for general discussion

10:30 - 11:00 Coffee break

11:00 - 11:20 TimeX Giovanni Samaey (KU Leuven) and Martin Schreiber (TU of Munich)
11:20 - 11:40 Deep-Sea Estela Suarez (JSC)

11:40 - 12:00 Red-Sea Nikos Xrysos (FORTH)

12:00 - 12:30 Discussions between MAELSTROM and the speakers

12:30 - 13:30 Lunch break

Part 3 External Science Talks

13:30 - 14:00 Time-Consistent Downscaling of atmospheric fields with generative adversarial
networks
Jussi Leinonen (MeteoSwiss)

14:00 - 14:30 Pangeo: An open-source ecosystem for data-intensive science
Ryan Abernathey (Columbia University)

14:30 - 15:00 Deep learning for earth sciences in the HPC context
Thorsten Kurth (NVIDIA)

15:00 - 15:30 Discussions between MAELSTROM and the speakers
15:30 - 16:00 Coffee break

16:00 - 17:30 Possibility for further discussions between the working groups
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3.4 Participation

208 registrations were received. Eventually, up to 62 people participated at a single moment in time,
i.e. speakers included. 34 participants contributed to the polls. The workshop started and ended as
scheduled.

D4.7 Dissemination Workshop | 10



MAELSTROM 2022 .

4 Resonance and results

4.1 Overall resonance and questions

About 30 technical or scientific questions on the presented contents were collected through the
Q&A tool, and either answered in verbally by the presenters, or in writing via the Q&A tool. The
number, level and degree of detail of those inquiries demonstrated, that

- the presented contents, such as the objectives, approaches, achievements, and products of
project MAELSTROM were well understood

- project MAELSTROM pursues objectives, that will have good chances to be adopted by the
technology and science community, because they respond to relevant needs.

4.2 Poll results and conclusions

MAELSTROM had prepared 6 polls before the workshop, which were intended to jump-start a
discussion, and enable the moderator (Peter Dueben) to structure this discussion. The questions
were:

1. What's MAELSTROM'’s greatest idea for better forecasts? (Choice of 5 products of WP1)

2. What ML method will be most important for weather & climate prediction in the next 5 years?
(open-ended)

3. What software tool are you missing most badly for ML? (open-ended)

4. Which ML workflow feature would delight you most? (Choice of 5 core features of WP2’s
workflow tools)

5. What hardware are you mostly working on?

6. What hardware will you be working on in 10 years?
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What's MAELSTROM's greatest idea for better forecasts? 958

Blend citizen observations and numerical weather forecasts
T 16%

Incorporate social media data into prediction framework
= 4%

Neural networks as emulator for radiative heating
Gl 12%

Improved ensemble predictions in post-processing

A 48%

ML for downscaling 2m temperature
G 20%

Yawn. None of that is great.
@ 0%

¢S What ML method will be most important for weather & climate applications in next 5 2.3
years?

Parameterizatipn emu'atorsgenerative models

vooes CF@PNANN  Neural operators

Emulator

s GAN GANS Transformers

emulation

perp learming 1 Fansformers Architecture

physics-aware/inspired neural networks
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¢y What software tool you are missing most badly for ML? 19 2

interface between Xarray / ML libs

workflow management Tools to learn the methods
Testing bash Profiling Tool

Efficient data loading

Accelerated data loading Easy parallelization
verification

workflow managment Reproducibility

Explainability tools interpretability

fsd
fed
je

Which ML workflow feature would delight you most?

Reproducible ML solutions
Emmmmmmmm———  32%

Share ML solutions across user base
G 23%
Recommendation of ML solutions to users with specific problems
G 18%

Interface to cloud computing and HPC
T 23%
Manipulation of execution graphs leading to optimal execution of W&C workflows
e 5%

Meh. None of this is new or useful.
o 0%
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¢ What hardware are you mostily working on? 17 -

CPUs (virtual machines) HPC with CPU

Single GPU
H DFML CPUSs  |ntel Xeon

NVIDIA GPUs

Windows (basics)NVidia GPU  Hpc

Juwels Booster GPUs

¢y What hardware will you be working with in 10 years? 19 2

Hybrid between CPU, GPU and QCPU
who pretends to know is just lying

PuTPU MultiGPUS  waticpus

quantum computers intel Xeon

rucisier oo (10 [ @Q sucou

Quantum computer
Customised ML accelerators

The results were discussed among and between MAELSTROM work package teams following the
public part of the workshop.
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5 Conclusion

With over 60 participants and a rich level of questions and discussions, MAELSTROM'’s first
dissemination workshop can be considered successful. The format of the panel — MAELSTROM,
partner projects, and relevant talks from the wider science community — has proven to be suitable
and can serve as a model for the coming second dissemination workshop.

Learning from this workshop will help us develop the interactive parts — polling, discussion — further
for the coming hackathons and dissemination workshop IlI.

A recording of the workshop, MAELSTROM presentation decks and poll results will be made
available on the MAELSTROM project website. Recording for some of the talks as well as the slides
are already available on Machine Learning Workshop webpage?.

2 https://events.ecmwf.int/event/294/timetable/
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6 Annex: MAELSTROM presentation decks

6.1 Introduction: Peter Dueben, ECMWF

Empowering weather & climate forecast

ML Apps & Datasets

ML Workflow Tools

Welcome &
Peter Dueben EC

e o rom e T —
e rant acycomont No 85551 Th JU foenos suppr 1o n Evapesinon's Rorzon 22D rosearch and
oo s pogtamma and Unted Kinpiom. Gamany Kahmseuts. Svkzarand, Non-. S ECMWF

[+ -

External
sclence talks

12:30 —— 13:30

Timetable
. Our sister
MAELSTROM projects

8:30 GMT 10:30 —— 11:00

TimeX

e Giovan Sameey

(KU Lewven)
ML Apps & Datasets Marin Schreiber (TUM)
Bing Gong (JSC)

Coffes

ML Workflow Tools  break Deep-Sea
Hardware.

Rod-Sea
Gfr(;i;:‘_l :g)ﬁl Nikos Xrysos(FORTH).
eterae e pay Interactive part

Jussi Leinonen (MeteoSwiss)

15:30 —> 17:30

Lunch Pangeot an 08 Coffes break
ecosystem fordata:  and more time
Intensive sclence for discussion
Ryan Abemaey (Columbia)
Deep learning for
earth sclences In the

HPC context
Thorsen Kurh (NVIDIA)
Interactive part

Housekeeping

* Asan attendee you only have facility to view the webinar
and will not have video or audio functionality

To submit your questions, please use the Q&A function in
the bottom toolbar

If you wish to ask a question verbally, please raise your hand
and we will invite you to speak. A prompt will appear on
your screen to allow you to unmute yourself.

There will be various polls throughout the webinar using
Slido. Please scan the QR when it appears on screen.
Alternatively you can access via slido.com using the code
#MSD2022

CCECMWF  cunorman cmns rom eoumancr wianie ronccars B

. Housekeeping

audio functionality

Please ask questions via the Q&A option

We will use Slido for Polls and Surveys (anonymously)
Please scan the QR code or access via slido.com using #MSC2022

As an attendee you can view the webinar but will not have video or

Please raise your hands if you want to ask a question verbally and wait
for a prompt to appear on your screen to allow you to unmute yourself.

. Weather and Climate, High -Performance
Computing and Machine Learning

Predictions of weather and climate are difficult as the
Earth system is huge, complex and chaotic, and as the
resolution of our models is limited

However, we have a several hundred peta-byte of Earth
system data from observations and model output

> There are many application areas for machine learning
in numerical weather predictions

MAELSTROM — Why now?

hardware

Increase In
knowledge

Increase In data

New computing

New machine
learning software

F TensorFlow e -

O PyTorch

Al it ot aware] wdntry Kkl Lo

Qe

ann L

Keras

. Challenges

Different
phllosophles
& toolsets

The state-of -the-art — Machine learning at ECMWF

NOGWD emution /| Low dimenional
Soil moisure P ocesn Mol
Unsiuctued
seamiation AT posan aceaint
. didafcoE, CNRS CAMS emulator i var TLAD of meenal CaNSGe. ighiandor
— DR oroderer  Muatana/
Asimiite Esons
szt D BN e
backscatter iea consation ETE ‘ecRad emulation /
I VA e e R scRademulai
rvation / COE model eror in —_—
Ovmaton | auaiyanior | 5 . /|| Looldown induced NO2
Ctsspakeny | ety corioly) Tl (s
GESERRa S Esowe changes. gen

Observations

s

= Data assimilation

525 Challenge /
WMO

Tropical
Cyclone

detection /
E

Study tropical cyclone
esis/ CLINT

Numerical weather
- forecasts =3

High-performance and (big) data processing INfrastruCUre  ———

Seaice  Loam machine MAELSTROM | CliMetLab = Wave model  Leam and undersand | Precipiation | Tropical Cyclone Tracking
surtace leaming model In 40 codesgn cyde ~——~ emulation/  model eror from downscaling / with ClbetLab
emissvity  Ver/FellowBocquet o Oxford obsenvations /IFAB  Oxford
B Anomaly Ensemble
datection |
Fastem-7 forRTTOV ocean | Machine leaming-IFS  ESoWC  SPARTACUS emulation / Neural Network Precipitation  processing |
emissivity | CNRS coupling wittinfers |~ Rading Oxiord | downecaling ! Microsoft
Warickand
COE == Centre of Excellence with ATOS and NVIDIA  Bidol
SiaRiadNy |Onscing hed ESOWC == ECMWF Summer of Weather Code
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The perspective — Full ML models for weather and climate?
. . A myriad of options...

A myriad of options for machine learning approaches

Dense Neural Networks, LSTMs, ConvGru, Attention Layers, Transformer networks, # of hidden layers,
different normalisation of inputs, batch normalisation, tanh, relu, gelu, softplus, elu, selu, leaky relu,
softmax, sigmoid function, generative adversarial networks, recurrent neural networks,
encoding/decoding networks, random forests, boosting methods, clustering techniques, singular vector
decomposition, causal discovery, ablation studies, root mean square error, variational auto encoder,
gradient descent, stochastic gradient decent, adagrad, adadelta, RMSprop, Adam, # of epochs, # of
batches, leaming rate, overfitting, dropout, Bayesian networks, Gaussian processes, half precision,
sparse networks..... Argh...

+a myriad of options for machine learning hardware

= confused scientist
NIVIDA’s Earth-2 is coming with FourCastNet — see Thorsten'’s talk coniused scientists

Climate?

#® The MAELSTROM approach

MAELSTROM Partner Country

)
ECMWF Member and Cooperating States in Europe f’
£ S

{

ML WORKFLOW %
& SOFTWARE )
benchmarking w

¢
JOLICH
|

€

)

HARDWARE
benchmarking &
Gespk system.

Co GV
MPuTE sysTEM OE%

. comeuten
ExameEmNG

# MAELSTROM - How to getinvolved? ® Questions?

Visit our project webpage : www.maelstrom-eurohpc.eu

Use our benchmark datasets

Use our machine learning blueprints for other applications
Use of machine learning workflow tools Please also join us for the ECMWF Machine Learning Workshop Tu  -Fr
Use of compute system designs https://events.ecmwf.int/event/294/

Talks, deliverables and publications

Two dissemination workshops are planned for April 2022 and Spring 2024 at ECMWF

Two hackathons foreseen (2022 in Juelichand 2023 at ECMWF)

cecvwr 2R E

Machine learning, data movement and 0, approximate computing and mixed precision, ; sioncannotbe

ETHzirich ¥)J0ucH i Ju

Our partners have a special interest in collaborations regarding:

hardware accelerators and co-design, hardware and software benchmarks and many other topics.
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6.2 WP1: Gong Bing, JSC

mate
& Datasets Motivation, objectives & tasks
, Scientific solutions & achievement:
Dellvered products
Outlook

Bing Gong
Jilich Supercomeut'

Objective: open WE&C prediction as new usage
. domain for ML application that exploit exaflop

. Motivation: ML apps for weather forecasts?
performance

~ Numerical | | Post-processing Product

Mmmg:u weather forecasts = of model output =%  generation
= S et o e
i N - "
=i | I < g== EEnEm
—— | T § pined | v
+ Numerical atmospheric models: backbone of operational weather prediction ‘ _‘._..-..H pata H e HM" ]

+ Increasing success of deep neural networks in various applications
+ DNNs for new applications in the weather prediction workflow
+ DNNs in weather and climate in its infancy

gemeration ool

Product Data
llection H Training HMLWIu'mn

SECMWF B4 myiicn €)suen O uily
&
- App 1: Blend citizen observations and f
. ML apps & datasets: deliverables . PP 1: H
numerical weather forecasts :
H
month month | month month Why citizen gbserva‘tlgns Mlllsolutlonf &
5 6 18 35 for weather for ?
® Strong demand for accurate local ® Goal: hourly probabilistic
weather forecasts temperature and/or
® NWP models may not be able to precipitation forecasts in terms
MLbenchmark  Requirements Apply ML tools to Test ML tools forecast local (extreme) weather of 10th, 50th and 90th i
datasets for ML benchmark datasets to within the W&C ® (Citizen abservations can be percentiles ona 1x1 km grid
solutions develop ML solutions workflow applied for high-resolution analyses for the Nordic area
* NWP post-processing can ¢ Solution: Simple convolutional
significantly improve operational ge“""e‘)';(z with fiters grouped
weather forecasts on weather apps . yleadtime )
like yr.no Results: MAE (50th percentile) @)
about 0.76° vs 1.04° for raw -
NWP
S ECMWF B4 muiich ¥ d0ucH i ThomasipenivarSeierstadohn BiomaBremnes
=3
- - H— App 3: neural network emulators for
» App 2: Incorporate social media data H g » faps'::er weather forecast models & data
into prediction framework i PR
P g assimilation
H
Why soclal media for ML solution: Why neural network as ML solutions and
weather forecasts? ® Adopt weather and unstructured emulator for radiative achievement:
® Weather-related information from fext data with meta data ( 2.9 fime, heating? ® Solutions: MLP, CNN & RNN.
social networks could enhance geolocation) for weather forecas ® Radiative heating is a vital ° Results: Offline metrics very
local weather predictions for most I component of W&C models. promising (RMSE ~0.5W/m2)
dominant infrastructures in Europe [ staen aanaing | * Signifi Sl Iuti
(e.g. airports) in near real-time J ignificant t;ost wer resolution
® Tweets: a new sensor — | ,I"'-""'-"" and larger timestep
. Pt ® More physics (e.g. 3D cloud
1 effects) > we can't afford in the
["’"’" . | weather forecasting model
Dr. Markus Abel, Greta Denisenko, Fabian Emme! SECMWF Matthewchantry& PeterDueben
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. App 4: Improved ensemble predictions In
forecast postprocessing

,WW.
i
<
2
H

Why improve ensemble ML solutions and

prediction by ML? achievement: L mm

® Weather is a chaotic system. ® Goal: Predict T850, .
Minor perturbations affect the 7500 as a probability . T
outcome the further into the future distribution

we predict

- . Solutions: inception -
-> ensemble prediction predicts

style network for

weather as a probability Uncertainty

distribution. Quantification
® ML solution should be applied to

uncertainty quantification and bias F—

corrections. DT iewrs vaw Juaw/s baws
[CElo:s o o0 o ois ou o007 02 0% 03 0us
momm wm e

ETH zirich salePshkboos

§

[pe——

. App 6: Bespoke weather forecasts to
support energy production in Europe

Nemeric wasther
Torsemis

Post grocesivg
mas ason

WAC praicion eridon

ML solutions and

achlevement:

® Goal: Power production forecasts
Solutions : Gradient boosting
(intraday/day ahead) Neural Networks
(intraday)

® Results: NMAE approximately: Wind
12%; Solar 7%

Why ML for energy
generation forecast?

®  Allow large market share of renewable
energies by optimal efficiency
throughout all providers (solar, wind,
biogas, storage capacities, ...)

- requirement of accurate forecasts
for energy generation

Increase of renewable energy
generation important for mitigation to
climate change

Predictions for the exact location of
wind/solar parks can only be achieved
by ML algorithms

.

X3 or. Markus Abel, Greta Denisenko, Fabian Emme!

. Delivered: ML with customized loss function
for weather forecasts applications

i _ fute-1), u<0
Quantile Scores: S, (u) = {u N
Latitude -Weighted Mean Square Error: MSE;, = 52‘,": 1% — YDPL() > AP2, AP6
The Ranked Probability Score (CRPS): CRPS (F,y) = [ [F(x) - 1,5,]" dx > AP4
Adversarial loss :min max (D,G) = Eyp,,,, (0[108(DG))] + E;p, i [log(1 = D(G))]. > AP1, APS
G D
- Other loss functions: Structural Similarity Index (SSIM), Mean Square Error (MSE) and Mean Absolute
Error (MAE)

Jupyter notebooks have been created to explore the datasets and demonstrate simple machine learning
solutions to act as first - https://www.i hpc.eu/ deli

<ecMwF BB B4 emyaicn ) s0uick

www.maelstromreurohpc.eu

Thank you

ETHzirich JOLicH R ui.ln

CECMWF

Toe VAELSTROM prject s ecetedfunding omth European Hih-Perormance Computing Jont UndetakingJU) st
ier o5t Unons Harzon 2030 reearch . 4P
P stonroamng and United Kingoon. Sommans ey Loxambou, Sutzrand. Nower < ECMWF

D4.7 Dissemination Workshop |

App 5: Improved local weather
predictions in forecast post-processing

:
i
&
H

ML solutions and
achievement:

Goal: Mapping from
(coarsened) 0.8° to

Why ML for downscaling
2m temperature?

High spatial variability of T2min
complex terrain

® Local variations in T2m with 0.1° grid
adverse effects (e.g., Traffic ® Solutions : U -Net
hazards, Loss in agriculture ) ® Results: (RMSE: )
.

increase in spatial resolution

-> Computation cost

- Challenges across gray -zone
resolutions

@) JULICH Michael Langguth & Bing Gong

Delivered: Tier 1 datasets

CliMetLab manages the downloading and loading of data, for a variety
of datasets, dubbed plugins

etlab climetlab-maelstrom-radiation

(‘maelstrom-radiation’

Datasize Data format Pip package name CML dataset name

‘maslstromyr’

Al:Pospmcessing  1km 17962321 “5TB  NetCOF climellabmalsromyr
A3 Radiation W0km  137vedical | =278 NetCOFTFReco Cimelbmaclsiommdiation maslsromradiation
lovels. s
AGTENSTO 05 720\61x11x11 ~2678  GRBNecOF  dimslabmaciimmensi)  maelsiomensio
AS: Downscaling 0.1° 96x128 ~300MB  NetCDF
downscaling
AG: Power production 0.1 351x651 ~0(TB)  NetCOF K '
10 verticalievels production ‘maelstompowerproduction”
‘maclsromeathermodelievel
‘maelstomweatherpresaure-level’

Outlook to the next two years
Towards Tier 2 Datasets > Large data

Use ML tools - Integrate ML solutions with workflow tools
Hardware Testing - Parallelizing ML solutions on HPC

Scientific aspects > Further ML solution developments for all applications

SECMWF (8 ) souck il

E4 mu.
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6.3 WP2: Fabian Emmerich, 4cast

# Motivation

Different cultures,
approaches & solutions.
Unification and
extension are needed!

Empoweri ther & climate forecast;

ML Apps & Datasets
ML Workflow Tools Problem Solution

Hardware Systems Complicated workflow = Ease the workflow
Enormous data sets

Pave the way towards exascale data

Lack of unified infrastructure
Lack of unified software

Abstract away infrastructure
Build software with unified interface

e € ECMWE

Une
Lixembour Swizrians. Norway”

- 20201 osarch nd ovation pregrammo and Urited g, Gormany, oy,

. ML workflow today ’ Our vision for the workflow

Data Hub - ETL. ML Hub Provenance & Reproducibility — Strictly Open Source

m = A Collaborative Data and ML Model Repository
Science
Import myup w&\: Data Hub - ETL
Data Data workflow

Import

Enormous data sets Lack of unified software

Unifled Infi y
Benchmarking Monitoring Reproducibility

usiness HPC
Collaboration Framework integration User interface intelligence  @nvironments

. Achievements to date . Mantik software architecture

» - Cloud Service
month month month | Engine
5 6 12 o LocalCloud/HPC
« Interacts weh users ‘—‘
» Creates and stores DAGS Q Bridges
>« Tiigoers DAG execution e Cooranator
« Collocts resuts « Ru rvices
Survey of typical Requirements  MAELSTROM workflow tools v1.0 Wt Sy
ML workflow in for workflow * Based on the Mantik ML tool1: open -source B l. « Stants Brioges. 'ws * Implement aigorithms or
wac tools software to execute ML workflows on any hardware B “""" =y oo “““":m
infrastructure (local machine, cloud computers or o Mode! Datatase « Feiches resuts i |MM“::° aaamw"
HPC architectures) « Train and evaluate ML
* Will be used to benchmark different software  Stores user accounts, modets
i workliows and experiments
solutions for MAELSTROM apps il confuraion and
°® Store the and results of fraining results)
in the Model Database
" www.mantik.ai
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. Workflow tools key features
Reproducible ML solutions
Share ML solutions across user base

Recommendation of ML solutions to users with specific
problems

Interface to cloud computing and HPC

Manipulation of execution graphs leading to optimal execution
of W&C workflows

. Current interfaces

MAELSTROM platform as a ML workflow platform
+ Command Line Interface
Model Database
- HPC interface
«  GUI for Executor and Job Status

. Vision for the next two years

month month month

month
6 12 30 36

MAELSTROM  Workflow tools Improved data Final version of

protocol and ML v1.0 processing tools workflow tools
requirements and weather
data loading
pipeline

Software performance benchmarking

“The MAESLTROM project has Joint Undertaking (JU) __ cxmemmtsy
under grant agreoment No 955513_ The JU receives support {om the Europeanion's Horizon 2020 rosear & ECMWF

rch and
innov ation programme and United Kingdom, Germany . Itai uxembourg, Switzeriand, Norway " S

6.4 WP3: Daniele Gregori, E4

ML Apps & Datasets
ML Workflow Tools

[ ] g e €S ECMWE

ML Apps'; Datasets
ML Workflow Tools
Hardware Systems

Codesign Approach

Adopted Computing infrastructul
E4
FzJ

New Infrastructure

E4
FzZJ

o -

Unoris Horiz
- 20207 ascrch s ovatonprogramme and Uried Kigdom. Gormany, Taly, | Lixambourg, Swizrans, Norway

mdseign: guide developers to the
that imi; -

Time-to-Solution

' Codesign Approach

ML Application
to benchmark
(installation in

< user space)
HPC
- System

Energy-to-solution.

Developer

Environment Set up to Hardware set up
improve performance (ie. GPU,
FPGA,RiscV....

(i.e. driver, bios,...)

‘ Codesign Approach

An aspect of fundamental importance is the availability of different hardware
systems in terms of:

« Architecture: Amd, Intel, ARM, ...

* Accelerator: GPU NVIDIA, GPU AMD, GPU Intel, IPU, FPGA ,...
Network: Ethernet, Infiniband

« Storage: Local, NFS, Parallel Storage

D4.7 Dissemination Workshop |
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#® Adopted Infrastructure @ FZJ

JUWELS Cluster (2018)

+ 2511 computing nodes (2 x Skylake)

* 48 GPU nodes (4 x NVIDIA V100 with NVLINK)

» Mellanox 100 Gbit/s Fat Tree Topology (1:2 blocking factor)
* 12 PFLOPs

JUWELS Booster (2020)

« JUWELS Booster consists of
* 936 compute nodes, |
 each equipped with 4 NVIDIA A100 GPUs, 4 HDROO adaptors
* The GPUs are hosted by AMD EPYC Rome 7402 dual socket CPUs.

* The compute nodes are connected with HDR200 InfiniBand in a
DragonFly+ topology.
* 73 PFLOPs

#® Adopted Infrastructure @ FZJ

JUWELS Cluster (2018)

« 2511 computing nodes (2 x Skylake)

+ 48 GPU nodes (4 x NVIDIA V100 with NVLINK)

» Mellanox 100 Gbit/s Fat Tree Topology (1:2 blocking factor)
* 12 PFLOPs

JUWELS Booster (2020)

» JUWELS Booster consists of
* 936 compute nodes, |
+ each equipped with 4 NVIDIA A100 GPUs, 4 HDRO0O adaptors
* The GPUs are hosted by AMD EPYC Rome 7402 dual socket CPUs.

* The compute nodes are connected with HDR200 InfiniBand in a
DragonFly+ topology.
* 73 PFLOPs

. New Infrastructure @ E4

AMD Cluster (Cervia)
« 1login node (Virtual Machine)
+ 4nodes in a single chassis (twin square) 2U

+ 05 Red Hat Enterprise Linux release 8.5 (Ootpa), with linux
kernel 4.18.0-30!

* Dual socket

 2x AMD EPYC 7313 16-Core Processor @3GHz
* 256 GB RAM

« connected via InfiniBand 100 Gb/s network.

2 nodes single server 2U
« 0S Red Hat Enterprise Linux release 8.5 (Ootpa), with linux
kernel 4.18.0-305
« Dual socket
* 2x AMD EPYC 7313 16-Core Processor @3GHz
+ 512GBRAM
* connected via InfiniBand 100 Gb/s
* 1xAMD Mi100 GPU
ARM Cluster Based on Ampere Altra Max CPU

New Accelerator: Intel Ponte Vecchio (end 2022), FPGA

#® New Infrastructure @ FZJ

JURECADC

« Total: 768 compute nodes (AMD EPYC 7742, 2
x 64 cores; 512 GB; InfiniBand HDR-100)

192 accelerated nodes: 4 x NVIDIAA100 GPUs

Evaluation nodes

+ 2 xAMD MI250

+ 2 xArm+A100 (NVIDIA HPC Devkit)

« Graphcore IPU Accelerator

. Questions?

€4 emyjrich ¥)uch O

CECMWF ]

sion camnotbe.
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6.5 WHP3: Andreas Herten, JSC

Eme

ML Apps & Datasets
ML Workflow Tools

Hardware Systems

Jillich: Supemommg C

- 20201 osarch nd ovation pregrammo and Urited g, Gormany, oy,

T CEGMWE

Lixembour Swizrians. Norway”

. Metrics

Time-related

w Learning-related

Energy-related :

3003.202

Total runtime

Total training time

Training time per epoch (avg, min, max)
Training time per iteration (avg, min, max)
Training time of first epoch

Model saving time

Final loss (training, validation)

GPU power draw (max)
Energy consumption (GPU, node)

‘ Result Highlights: AP1

JUWELS Booster

+ 10 experiments

+ 350's per experiment; Y training, % data loading, 2% other
JUWELS Cluster

+ 3experiments

+ 700's per experiment, similar distribution

E4

5 experiments

+ 450's per experiment, 28% training, 72 % data loading, 1% other

Mostly stable results over various experiments; first epoch
always ~30% (JUWELS) / 2 x (E4) slower

Summary: Bound by filesytem, not using GPUs very
efficiently; GPFS > NFS; E4-A100 slower than JSC-A100

30032022

10 st epoch raiing tme 5
v, raining tme perapoch 5

" Experiment number

Result Highlights: AP3

JUWELS Booster
- 440's runtime; 98% training time; largely stable over 3 repetitions
Experiments with various configurations: synthetic data; disabled cache in
Tensorflow, different GRU number (1 or 2), different batch size 612 or 1024)
Distiocoche: e ncroso 20%
GPUsbatch sze rntime dcresse 5%
- Energy: 9.25 WIGRU (2-1024) vs 12.32Wh/GPU (1-512)

JUWELS Cluster

824 runtime, ~86 % slower than A100

« Sightly faster: 390 s runtime

+ Extra experiment: clear filssystem (NFS) cache by rebooting > 2.5 x slower;
benefis from strearming data

Additional tests with inference on JUWELS Booster
Summary:

+  Compute-intensive application (ittle IO impact)
+ 2:GPU study (benefits from larger batch size); *
+ Caches used during streamingn data important

30.03.2022

JUWELS Boosten Experiment Overview

Result Highlights: AP4

JUWELS Booster

6400 s runtime; 70% training time, significant unaccounted time
150 Wh energy consumed, GPU max draw 400 W

B4

+ Batch size: 2 (JUWELS Booster: 1)

+ 25729s runtime; 88 % training time

Summary:

+ Long runtime for easy statistical measurements;

Good GPU usage;

Investigate run 1 outlier

30032022

JUWELS Booster: Max Power Dra

E4: Epoch Runtime Overview]

Result Highlights: AP5

JUWELS Booster

« Small data set: 75 s runtime, 92 % training

«  Large data set: 1500 s runtime, 98% training

« First epoch 1.75  (large) / 20 x (small) slower
300 W max, 45 Wh consumed

JUWELS Cluster

« Large data set: 2700 s runtime

+ 300W max, 190 Wh

E4

« Various experiments

« Large data set: 1600 s runtime, 94 % training
Additional tests with inference on JUWELS Booster
Summary:

+ Small data set: Too short runtimes with curious behaviors
« Faster GPU, less energy

Ratoot =

Conclusion

Applications x Configurations x Hardware = Many data points
Also spotted curiosities for further investigation

Much more data and results then presented here!
- See maelstrom-eurohpc.eu website for D3.4, soon

30032022

Examples shown of selected MAELSTROM application benchmarks

Investigation ongoing, already many specific (and interesting!) features identified

Vo €SECMWF

Gormanytaly,  Lixemeoy
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